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Protein crystallization has traditionally been viewed as an art, with 

the outcome largely dependent on the skills (or superstitions) of the 
experimenter and a good portion of luck. Many competing 'recipes' for 
improvement include largely anecdotal and singular evidence, praying 
on the desperation of the unlucky experimenter.  

The advance of automated protein crystallization methods over the 
past several years now provides the opportunity to amass substantial 
amounts of crystallization data. Direct capture of all experimental 
conditions and outcomes - including negatives - into relational data 
bases should in principle allow data mining and machine learning in 
the hope to unearth statistically valid knowledge about how to select 
and optimize the best crystallization conditions for a given protein.        

Indications have emerged that the process of knowledge-based 
predictions in protein crystallization is not going as smoothly as one 
would hope. The foremost reason lies in the complex and locally 
determined nature of the crystallization process, and the high 
dimensionality and sparse sampling of the multivariate crystallization 
parameter space [1]. Optimal experimental design, careful annotation, 
and robust machine learning methods have provided various reliable 
general rules - often affirming prior empirical suggestions - while 
specific predictions yet remain of limited statistical significance due to 
low confidence of the derived rules.    
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