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The Structure Determination Core (SDC) of the Joint Center for 

the Structural Genomics (JCSG) has implemented a prototype system, 
Xsolve, which automates all of the processing steps needed to create 
an initial set of molecular coordinates from a dataset of diffraction 
images. The goal of Xsolve is to provide standardized, high quality 
data processing and automate the numerous time-consuming steps in 
the structure determination process. The current prototype produces a 
model that is over 95% complete in more than 80 % of the MAD cases 
with data to 2.5 Å or better. 

Xsolve, a Java Message Service (JMS) based control system, can 
run on a Linux cluster different processing strategies in parallel, e.g. 
the data can be processed in several different space groups or 
MAD/SAD structure determination can be attempted using various 
wavelength combinations.  

Xsolve supports a wide range of crystallography software 
programs, which can be used in parallel: data reduction with Mosflm, 
Denzo/HKL2000, XDS and Scala; heavy atom solution and phase 
determination with Solve, SHELXD/E and Sharp; phase improvement 
with Resolve and model building with Resolve and ARP/wARP. 
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